FACTOR ANALYSIS AND CHEMICAL PROPLRTIES
F. B. Clousgh

I. Introduction.

The technic called factor analysis arises from
conslderation of sets of variables which are amenable to
measurenent, with regard to the way in which many replicate
measurements of the set yield different values. The
different values reflect the different ways in which the
variables are determined by the underlying phenomena,
that is by the factors. As the multiple factors vary
from one sequence of measurements to the next, the variables
change in ways which may be quite complicated, according
to the magnitudes of the different contributions of =ach
factor to the variables. (Cf. Appendix A.) The analysis
We aiz expounding of measurements of sets of variables,
to discover the significant factors, rests first on the
supposition that these variables do have common factors *
and second-on the hypothesis of a linear dependenée on
the factors.

This is expressed by the equation, for variable k,

inr replicate measurement 1 :

= .P - <
L] Pig = Px = 2 g Yk
?k is the mean value of “"P:.Lk over all replicate measurements.

2

Hers we suppose f common factors (j=l,c°<*,f ) In eany
parvicular situation a given factor has a weight expressed
by the measure numbers (later called moleculsr factors, see

gsection II), Dy e . in general changes from one
N - . L . .

£ Phe possibility of unique factors, oanly relevant to one

property, introduces a complication which does not appear

to have been completely resolved.
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2.

replicate measurement to the next, for the same factor j,
and we should note that for any other varizble, a ianstead
of k, the same nij appear when the measuremeni’is made
under the ssme environmental conditions: Pioc“' Pcf gnij q.ja'
The contribution of each of the f factors (subseript j,
running from 1 to £) to a given variable is expressed by
the values qjk’ always the same in every measurement of
the variikble k . In short, the qjk are the factors for
the variable Pik’ their measure in a given situation being
given by ny5e

The terminology in the above discussion was delib-
eiately chosen to set the point of view for the discussion
of chemical properties in the following sections, and
the notation represented by equation[ 1 ] will be systemat-
ically developed for applicstion to chemical properties,

In passing it should be noted that the factors for
a s¢t of variables might be chosen in an infinite number
of ways unless other considerations such as physical
sigrificance enter, but that the number of independent

factors is fixed for the set of variables.

ITI. _Factors in Chemical Properties.

For the consideration of data of chemical interest,
it is appropriate to change the terminology to aid in
understanding the structure of the problems which we wish
to consider from the stgndpoint of factor analysis.

Cur “wvarisbles™ will be a set of properties, e.g.
By s AH,, and SO forth, which could be measured on

different substances. The °replicate measurements™ of

%
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these properties, then, are the values of the set obtained
for different chemical substances. (We will, following
custom, refer to them as measurements on different molecules,
even though they may be strictly properties of tae aggregate
of the molecules, the macroscopic substance.)

This switch in terminology suggests an instructive
point of view. When we determine our set of properties
cu different molecules, we are drawing our samples for
cur “replicate measurements™ out of a large but essentially
finite population. 1If we wish, however; we can consider

this a process of sampling an infinite hypothetical
peenlation of substances. This population we can think

of as being obtesined by a continuous variatiom of the
parameters of nuclear and electronic charge which determine
the properties of matter. The quantization imposed by
nature on these properties need not prevent us from taking
this statistical point of view. Factor analysis applied
to chemical'problcms, from this point of view, is a kind

of analysis'of variance.

The objectives of the factor analysis are first to
find how _meny common factors are attributable to a set of
proparties. Then, if we can find the “measure numbers™
nij_{we can refer to these as mplecule factogg% and the
proverty factors q{k , @s in eqg.fl 1 J+~ the second objective
can be to try to find what cowmbinations of these factors
can be given a physical significance. Thie second objective
involves intuitive and speculative consideration of the
behzvior of nmatter,
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If now there are common factors as we suppose in
the set of properties, then of course the properties will
be =aid to be correlated, To begin the analysis of these
correlations it is worthwhile to look at the situation for
a pair of properties. The presence of several factors in
these two properties precludes an analytical expression,
PiP“’F(Pia) y holding for all molecules i, since {(in eq.[1])
the molecule factors ny will be different for each

molecule, giving the factors different weights for each
molecule. Instead, a scatter (or correlation) diagram,
in which P;, and PiB are coordinstes, each point showing

a pair of values for 8 particular molecule, may reveal

a trend. If there is no L5 ‘

trend, hence no correlation, . ’NO CORRELATION
the points will be distrib- e e e, "
uted randomly abcut one e 0 e e . - P
axie, somewhat as shown at . *

the richt.

It is apparasnt that in order to express the degree
of correlation a question of scsle must be deslt with;
the variables must be put in e standardized form.

Also, in order to approach the analysis of multiple
correlations, we must take a closer look at the structure

of the properties in terms of the factors.
These points will be dealt with in turn.

Ti{., BStandardized Variables, and the Correlation Coefficient.

If we regard the measurements c¢f a property for
different molecules, as we have suggesied, as samplings
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from an infinite population, it is evident that variables

such as Py, or Pyg should be expressed in terms of the
standard deviation of the distribution being sampled.
From cur ssmple of this population we estikate the variance

0'2 in the usual way, using the mean for our sanple, 'Pa .

Let us write x; =P, -~ f’a and 3y = Pyg- ?B . In terms
of these, the correlation coefficient is defined as (Ref. 1)
Tx ,
(21 p meMeMEG | Exx
N o 6;

The correlation coeffickent varies between O and 1, depending
on the extent of correlation between the variables. It

may be observed that the corrg2lation coefficient represents
the mean of the regression lines of P on P, and of PB on P .
tlost important, however, is the recognltion that the

correlation coefficient also involves the property factors
and their measures. In fact, if we make use of eq.fll ],

we recognize the correlation coefficient to be composed
as follows:

F, P, .-B P )ZZ 5hT.

31 ey phabele o AR 2yt

Y & - %% A A

Tn these expressions we see that a kind of averaging

over %he different molecules, i, has been performed.
Concequently the correlation coefficient, whose value can
be ¢bihsinsd f£rom the dsta through expression [ 2], will
e éetermined primarily by the property factors, qja and
qjgg vrovided that the sampling is a good one.




g IV. Multiple Correlations of Properties.

A table of the data on a set of properties for a sequence
of molecules may be referred to as the data matrix, thus:

} _ . . .PROPERTIES (or Variables)
E . :

MOLECULES 11 Prae =« Pix o . .
(or Replicate p21 P22 .. . . .
} Determinations
of Properties) P31 e . .
Pin. B - - - Fyx :

The entire data matrix can be represented as the product
cf & matrix of property factors, Q = V(( qjk:» , Pbremultipliecd
by a matrix of the measure numbers chsracteristic of each factor
for each molecule (i.e. the molecule factors, nij ). This is
shown in detail in the equation on the following page, where each
nmolecule corresponds to a vector whose components are the molecule
factors. This vector times the property factor matrix reprodudes
one 1ow of the data matrix., In writing this, we wish to fix
clearly in mind that it is the elements ol the data matrix;
« %}:”’- DRI (¢ E:n aqak))’ which are the observables, and we
wish if pessible to discover by analvsis 0T the data both the
natrix Q, and the vectors (niag
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Molecule MOLECULE FACTOR VECTORS 33/// DATA MA??IX

{or replicate (i.e. measure nos. for « Psy- Py »
,.measurcment) £ factors, ea.molecile)

— k=l Xn2. e ke

i - l ( nll’ nl? .\.. l'ij s » .nlm) XQ = ?nquaol énquda e e énldqjli as 2
i=2 ( ’lr\a ) | X . Q , = gnzjq:‘]’ ° o '- 

1 (ngy) . x Q =l 28339451 . e Z“i.jqjk

. , o . 1 3

We can restafe our problem now as being how to decompose
the data matrix into the molecule factor vectors and the property
factor matrix, and further how to transform Q, and the motecule
factors, so that the factors have s physical signirficance.

As we hzve seen, the correlation coefficients between the
various properties incorporate a kind of averaging over sll of
whe molecule factors. To study the corrclation coefficients
systemetically, we can form the corrclation matrix by premultiplying
the dats matrix by its transpose. Then the correlation matrix
{using data without centering the values on the mean) is:

(€ Cug® =5~ U Py x C Py
end uslog eq.lll); Py = + P

%:“ijqj'k w we obtain ey. [Sal :

strultiplication by the transpose would be used if the
x were written with the molecules (replicate measurements)
ing to columms. This seems to appear in factor enslysis

r , but e notetion hexe is consistent with that chosen
nowski snd Pollara (ref. 2). )
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+ PP Z (§ <4 q;.‘) + Fy _?P'

ARt

\

If the properties have been measured Ifrom their mean valucs,
and divided by tne stondard deviation,

then we have the reduced
correl=tion matrix

(f@ . Y, instead of (( C o0 Y. In this the
elements are the ccrrelation coefficients ss deilned in ey. LcJ

(5b J / g( 55_91‘ )();,n.,x da) -
2

« Paﬁ ) =

i

( igi* ng,_ga#zsi ni5 a78)
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Appendix I1 atteryts Lo cl=rify the algebra associated
with chancine to st@2ndardized values centered on the mean,
and the effect this hoe on the subsequent trestment of the
correlation matrix. The matter is troublesome, atl lenst
to the novice.

In viewinz eq. %b (and 6€b, p. 11, which will replacé it)
it is essential to recognize that while the elements of
QT@BSD are correlation coefflicients directly obtained
from the data, it is the molecule and property tactors, nij
and qjk which we would like to find. To understand the
decomposition of the correlation matrix into the molecule
vectors in factor space and the property matrix , it is
necessary to keep in mind the physical independence of the
facsors. To this end, & basis for the factor space is
con:zeptually helpful, and this will be introduced in the
next section.

V. Factor Spsce and Independent Factors.

The factor spacg in which each molecule is represented
as a vector, can be defined in terms of a basis of { orthogonnl
uniy vectors, £y -

The reason for introducins an explicit basis is that
it helps to cerry throush the msthematical statement of the
rhysical conception of independent factors. We are supposin:
for our properties, according to the conceptual picture
outiined on p. 3, that varying one factor (in a physical
sense) to make a nevw kind ci molecule dces not imply varying
any other factor.

fince the basis vactors are orthoéonal we have

esee5=1 2nd aé-eja:O‘for i#t 3. The matrix of
molecule vectors is now fef. p. 7)

"11%1 Byzfp ° ° ° Dirfy

'(1;»1?1 n'2gé: . . -
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Fre-multiplying this by its transpose then leaves all
off-disgonal terms zero:

2. .2 2 . .
ril”’df"‘ «+Dyy 0

f\_/ : .
<(nlj EJ)) ((niaea )) = G and
L . 2
0 ... %nif

The elements of the matrix ((qjk‘» are also influenced
by the introduction of an orthorgonal basis, This matrix,
25 we h=ve seen on p.7, vields a set of observable properties
whenever it ies multiplied bv tve molecule vector (nijsj)
for any molecule i. It conteins the independent property
factors essential to the property for a psrticular basis,

flo ] o.tJ,. L L] ° Ef L)

‘Now when we form the correlation matri«, its elements

in terms of tae underlyine factors are simplified becsuse
. fam. 4 - e

of the ortno-normal basis (remembering that AB= B° A

and assuming the
b 5 :
y &, )

L

qjo already standardized through division

e

Cen) = 2Ca, N« » (0 e:) Casn )
‘Cup 7 ® AN Qe 2 NP1 485 0 Ny 58507 K50

™
[S)]
o

[}

- ° Lo

&
.
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Further expansion of this product gives:
2 P
Znilqll 2311912 < e
- 2 2
220291 3Pia%22

fén- 921 933 - - -

In [éb] the normalization condition is that
Zrnf;ﬁfk = 1 , and e:.ach'q’jk is understood here to
co:fiain the standard deviation, 6; . Comparison with
eq [ 5b] shows the mathematical simplification arising
from the choice of an ¢orthoronal basis for our independent

factors.

Vector spaces. Before we turn our etitention to the

decemposition of the correlation matrix (section VI ), we
should consider more carefully the role of the factor space

for wnich we have the f vectors, Ejr 85 a basis.

Lach molecule, @&s we have seen, is represented by
a vector in this space. Also, as eq.{4#] shows, each column
of the matrix Q is sn f-dimensional vector in factor space,
and tne velue of a property —a number -- for any given molecule
ig tne scalar produét of the molecule vectior (nilao. niﬁ““'nif>
anl the property vector A

"
[ 4

QJQ

o

kqfa)



12.

How, then, &re we to: look upon the property vector?
Each component of the pi*operty vector may be thought of as
the mean value of the projections of all of the molecule
vectors (all conceivable molecules) onto thés particular
coordinate, €5 this average projection then being multiplied
by the particular weight which that factor has in the observed
property. The direction of the property vector in factor
space is thus determined by the relative significance of the
underlying factors in the expression of that particular
property. |

The scalar product of two property vectors, and hence
the angle between them (cos o = %13/ lqd(qal ). is determined
by the correlation coefficient. It is consequently, a given
constant of the physical system. This can be seen by
supposing an orthogonal coordinate system of N dimehaions,
one coordinste for each molecule. If the point representing
a property is located in this coordinate system, it would

-d -d -b

glive the property vector as Pa - me1 + P2ax2 4000 ¢ PNaxN
where xi are orthogonal unit vectors. Then P 'PB
ZPiqu = correlation coefficient.

It should be becognized that the rows of the matrix
Q are vectors also, this time referred to I coordinates.
We can designate these vectors as qai (g §1 *°° 94k v q.)P)
If the properties chosen actually span the factor space, so
that they are not independent, then P2f. There are as many
vectors “q;l as there are factors, These £ independent vectors
determine factor space, and as we shall see they are by virtue .
of the manner of their determination the basis to which the
molecule vectors previously were referred.



" VI. _Decomposition of the Correletion Matrix.

. The correlation matrix is formed from the expexrimental
' properties of molecules, but our analysis bas shown that its
| elements are determined by the property factors Uk (eq 6b).
) The terms -%— nfa which appear in the matrix, summed
over eall molecules in the sample, must converge on a constant
value for each factor J, for good samplings of molecules.
Careful statistical terminology distinguishes between the
population mean, or variance, and the sample mean or variance,
which are estimates of the population parameters. In the
same way it is useful to think of a hypothetical infinite
population ot molecules for which we have 11_{.22—#13- ’

| and the sample of molecules from which we estimate this
population parameter.

| We return to expression [ éal. Here the correlation
| matrix is expressed as 2 dyadice (ref. 3). This cen also
be written 2 ' . '
‘_" ‘nil o e e @ (> 0 02‘
Caged [0 0 Cagp D + (9zq V| OfRL - - [Kaggd + oo
° . O ¢ e c 0 ° Q v

= and the second term, for example, then becomea:

- 02 02 % 02
Cage» |3053 9 4“?‘12 LR g"ia Qg+« ;"12 92p
0 ] [ o
\ | 2
/ Q3 3%2 v ¢ 92%p e ¢ I21%p
2 2 | :
= Z By2 | 922%7 92 ¢ - Q229p 22%p

¢ .. 2
ppdp1 %Ppl22 .., . Qplopg =+ %2p
This last matrix is a dyad, the outer product of the vector
h% (a4p) by tteedr: |95\ (Qgace - Ygpr o Yp) q‘dn%
o
qJP
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In short, from (6a)] we have by this argument

2 o
((FQB » tg"‘il ql ql zn . qa q2+ “‘Eﬁ_i{j qglqa .. ;ﬁ?-if q§¥qf

This shows that the correlation matrix is decomposable
into a sum of terms, each 1nvolv1ng only one factor.

The correlation matrix is geometrically a projection
operator (Ref. 3). The vectors q ., wWe recall, are the
rows of the property fadtor matrix Q If we further stipulate,
as we may, that these vectors are to be an orthonormal set,

qJ~ q-a =0, J¥J3°, then it is quickly verified that q.j
and qJ are left and right eiE nvgctors of the correlation
matrix. with the eigenvalue ¢ 1J— Thus:

. e . 2
!qd«eaﬁ ) =0 +.. .+z§-i;}- 93‘93 q;j +o0 o -%i.j *qa .

The vectors ‘q.j are in fact the basis for the factor
space which was introduced in the previous section. - -Any '
arbitrary vector in property space can be expanddd in terns
of an orthonormal basis which includes the vectors q
When the correlation matrix operates on such a vector, the
Jth dyad term (in eq. 7 ) selectae the jth component of the

vector and multiplies it by i,j the complete correlation

matrix projects the arbitrary vector into fector space, since
the eigenvelue is zero for any dimenslon outside of factor
spacé. : - S
We are now in & position to outline the metuod for
decomposing the property matrix into the matrices Q and ((ni. M,
8q. 4, starting with an iheration procedure to isolate the
principle factor.
1] Operate on an arbitrary vector ¥Y' with the correlation
matrix. To see what happens think of this vector expanded
in terms of the eigenvecto:s | q. Then

¥y ((‘?ia N = ;\, h‘ql 4 ;\zya*q2+' e e e w ® YI

. & z na .
where A"r = &5r1j. are the elgenvalues. .

Repeated operation by (( (’13 ) leads to the dominant
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3 : Qoninant * 10O A Toan i 4
han that corpesponding to the coslesnl #iy su-

vechnp 1{} the =axrsnsion of {Y o

For a1t j other

'S

- - g x X X .

< Form the ad - . POub Wi Shgenaviciua
1 i e dyad term Aﬁom 9 30m Ydom fro € &

thus. found, and subtrect %his from the corrslation matrix.

 Repeat the iteration procedure on this reduce¢ matrix to find

the second principle factor. Continue in 1ike manner until
the new eigenvalue 1s negligible.

The vectors q thus found form the rowsg of Q Using
the e xpression [4], which defines ((n )) and Q, we find that
| p P Q = ((n 50 Q Q= ((nid )), by virtue of the
orthoponality of the vectors *qj. : :

r;rther discussion of computation is deferred 0
section VIII, '

VII, Rotation of the Bgsis; The Question of thsicallzv‘
Signlficant Factogg_ : . .y

If it is supposed that the molecular assemblies whose _
properties are being studied — and which sample the statistical
population of all possible variations of the prOpcrty-— can
be deseribed in terms of indapendent physically.observable
properties, then it should be possible to rotate ﬁhe basis
intd these properfies. Any transﬁormation-of_our,factor-
space must preserve the angles between property vectofs;'Since
the angles represent the correlations which are the given

-p1y°ical facts of . ‘the relations between the variables,

Cur search therefore may be for a set of F observable
properties whose cqrrelatiqn coefficients are zero, end an
orthogonal transformatibn R .which will transform the factors
originally arrived at into a_pattern in terms of this nevw basis.

We can expreés these ideas in terms of the notation
which we have developed: | 4

(8] (o WREIQ = CngyNQ= € Py )
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and since R is an orthogonal transformation, R"l- ; .
R’1<Q is a new property factor matrix whose rows eve the new
basis vectors.

To develop a procedure for finding R we can begin by
writing down the matrix (called a factor structure ) which
systematically presents the correlations between the molecule
factors ahd the observed propertiea~ | '

5 &8 ( ﬂia » « Pik ) = « niJ » niJ »

('I.‘bus an element of S is By 2“1;P1k . )

A similar expression can be writt;en for the foctors
in terme of the rotated basis: s« R « Ry » Pik»
If the values Pyy should heppen to be just those properties
which form the new basis, then it is evident that s will
heve zeros for all elements except those Biving the ¢orrelation

of (P ) with itself.

We do not need to find a complete rotation at once.
We can align one of the original basis vectore with any
parsicular property. Then a second basis vector might be
alipned with a property orthogonal to the first (4f one is

avpilable) and so forth.,  Each alig;nment 1s-done by a

colunn of R, which we will represent b,y R‘ ~ Then !Rl is
correspondingly a row of K. :
Let Xi represent our suepected property ™ for each

molecule ‘i, so that we can equate the row vectors: ’(1{1)- Rl((“ia DR

Herice we can write'

{ Cal ‘LR].,S = 1« ni-J )) « ni{] NQ = '(Xi) « niJ »Q

whgncé ﬁl « "ij » (( nid » = ’(xi) (( nid ) s n

This gives the relationship for determining !Ri from
the data:

[95] "R, = & [« mgy mi‘.j D Cngy T
alterns tively, 1 - Rrp Rl a [«nid )) «nia )) -1 R‘ and
{%e] R? = [«nid ) «nid N1



